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MOTIVATIONS AND DESCRIPTION

Faced with multivariate data, a natural goal is to model relations between the variables of the system
to leverage their inter-dependencies. For example, using correlations between close sensors in
a sensor network is advantageous over ignoring them and having one model per sensor. Such a
model is best described by a graph where nodes are variables and edges connect nodes having
dependencies. Ultimately, the graph signal processing toolbox can be leveraged on such a graph to
study the data.

However, such a graph depends on the task at hand, and, as such, is not given by the dataset. We
recently introduced a novel method using maximum likelihood to derive edge weights and vertex
weights [1]:

min
Q,L

− logdet(Q+L)+ tr [(Q+L)Σ]

where L is the graph Laplacian matrix given by edge weights, Q is the diagonal matrix of vertex
weights and Σ is the data covariance matrix. This new method is a proof of concept that shows
great promise, especially with respect to sparsity of the obtained graph compared to the state of the
art [3]. The goal of this internship is threefold: i) implement variable screening [2] to speed up the
computations, ii) run experiments on synthetic and real datasets, and compare our method to the
state of the art, and iii) explore alternative cost functions.

EXPECTED RESULTS

▶ Implement variable screening [2] to speed up the computations

▶ Run experiments on synthetic and real datasets (in Python)

▶ Comparison metrics with the state of the art

▶ Explore alternative cost functions
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